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What does a single Neural Network Layer do ?
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Activation Function



Activation function Equation Example 1D Graph
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https://en.wikipedia.org/wiki/Activation function



https://en.wikipedia.org/wiki/Activation_function

RelLU Activation function

It stands for Rectified Linear Unit

RelLU Activation Function
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ReLU(x) = max(x,0)
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What does a single Neuron do ?
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Weights for each neuron
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What does a single Neuron do ?
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https://playground.tensorflow.org/#activation=tanh&batchSize=10&dataset=xor&regDataset=reg-gauss&learningRate=0.01&regularizationRate=0&noise=30&networkShape=1&seed=0.72189&showTestData=false&discretize=false&percTrainData=10&x=true&y=true&xTimesY=false&xSquared=true&ySquared=false&cosX=false&sinX=false&cosY=false&sinY=false&collectStats=false&problem=classification&initZero=false&hideText=false&showTestData_hide=true&noise_hide=true&discretize_hide=true&regularization_hide=true&batchSize_hide=true&playButton_hide=true&learningRate_hide=true&regularizationRate_hide=true&numHiddenLayers_hide=true&percTrainData_hide=true&resetButton_hide=true&dataset_hide=true&stepButton_hide=true&problem_hide=true

Stacking multiple layers

It's called a deep neural network when you
use multiple layers



What are the inputs and outputs?




Gradient Descent

1. The ldea is to go downhill according to the linear
approximation of your function

2. But not too much as your approximation will not be true

3. This means updating each weight in proportional to the
gradient

/
W =w — Qg



Gradient Descent

1. The ldea is to go downhill according to the linear
approximation of your function

2. But not too much as your approximation will not be true

3. This means updating each weight in proportional to the

gradient
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Learning Rate



How to compute gradients - Backpropagation

Numerically approximating gradients is too slow and
computationally expensive

The neural network is a well defined mathematical function,
we should be able to differentiate it and calculate the
derivatives

This is also too tedious so we instead use an algorithm called
backpropagation



Computational Graph

F(x1, 29, x3) = max( wiz1+woxy, x3 )

Consider this simple function, imagine that this is the cost
function and we want to find the gradients with respect to the
two weights

We will first build the computational graph that this function
represents



Computational Graph

F(x1, 29, x3) = max( wiz1+waozs, 3 )
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Forward propagation

F(x1, 29, x3) = max( wiz1+waozs, 3 )




Forward propagation

SRS

Each represents a computational operation
Each arrow is an intermediate quantity that is computed
Each box contains some value

boxes are inputs
Blue boxes are parameters
Compute the inputs to an operation first then apply the
operation to compute its output



Backward propagation

1. The numbers flow backwards along the arrows

2. At each arrow the quantity represents the gradient of
some final function with respect to the quantity at that
arrow



Backward propagation
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Backward propagation

F(x1, 29, x3) = max( wiz1+waozs, 3 )




Backward propagation

F(x1, 29, x3) = max( wiz1+waozs, 3 )




Two Layer Example
a1 = max(Wix + by, 0)
U= SOftmaX(WQal + bg)
J = CE(y,y)




Two Layer Example
a1 = max(Wix + by, 0)
y = Softmax(Wsa + bg)
J = CE(y,y)
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